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Abstract 

The rr-calculus ir- a formal model of concurrent computation based on the notion of nammg. It has 
an important role to play in the search for more abstract theories of concurrent and communicatíng 
systems. In this paper vve extend the rr-caJculus with constraints by adding the notion of constmint ogent 
to the standard rr-calculus concept of agent. VVe call this extension the rr+ -calculus. This paper also 
includes examples and uses of the extended calculus shmving the transparent interaction of constraints 
and commcmicating processes, 

Concurrent Programming, Constraint Programming, rr-calculus, :rr+ -calcu1us, Formal 
Calculi, Mobile Processes. 

Research on multiparadigm languages has known increasing interest in the last years. The need to establish a~ 

finn base for the integration of what appears to be fundamentally different notions of has led to 
the design of formal calculi for a of paradigms. One approach in this direction is to devise a calculus 
for a particular paradigm and then show how to simulate the others in the calculus. The p-calculus 
for example, is a formal base for concurrent constraint programming subsuming the >.-calculus and 
enough to simulate objects (but not and inheritance. 

_¡\ n1ore direct approach 1s to include the notions of the paradigms in the as 
concurrent objects. \Ve favor this latter m our search for a calculus 
and Constraint Programming. Our strategy is to 

extensions to calculi that have found an established place in the programming 
\Ve have chosen as our the rr-calculus Mil91], a well knovvn 
model of concurrent computation which also subsumes the ),-calculus, because 'Ne believe that 
funclan1enta.l to both a.nd Constraint Progra1nn1ing. In a sense, can be seen as 
t)us clirection, in that it modifies the JT-calculus including the notion of instead of channels and 

communication via messages 

To our there has been no attempt to encocle first-order constraints into the rr-calculus or to 
orthogonally extend the Jr-calculus to include them, much less to integrate in it both 
An extension called K-calculus [Smo94b], only considers equational constraints, whereas shows that 
equational constraints can be encoded into the rr-calculus. 
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In this paper we the an extension of the 
where the notion of constraint is added to the standard rr-calculus 

In :::ections 2, , and 4 we semantics and uses of the 

Jr-calculus with 
of 

of the rr+ -calculus adds constraint to the standard rr-calculus Constraint 
well known Ask and Tell operations of CCP The semantics is defined 
transition for the ce-model used in , this in contrast with the denotational semantics of the 71"-

calculus. 'vVe illustrate some of the more · uses of rr+ -calculus: the definition of recursive processes 
and the notion of cell, which can be a notion of state compatible with concurrency and 
constraints. \7\fe also illustrate of constraints and 
processes. 

Finally, section 5 shows conclusions and future work. 

2 

The syntax of thc 
Channels and 

l. There are only two kinds of entitics in the 

to the standard JT-calcuius In the 
variables and vaiues to be channels. 

Normal Processes: lv1, N 

Constraint 

Channels e 

Prefixes: JT 

Table 1: 

In what we describe the 
the first action by 1r.P and 

adds Con.straint and 
names denote channels. 

11.? 
M+N 

irj;.P 

N 

R 

a 

V 

X 

under prefix 
Summation 
Inaction or null 
process 

As k 

New na1ne a in P 
N ew variable x in P 
Composition 
Normal process 

N ame 
Val u e 
Varia"ble 

7T ._1° the rr 
continuation of 1r. P. Vvhen 1r 1s a 

variables 
also allows 

CI[C\ ... en], Jr.P means "send el, ... ' along channel e and then actívate P". 
e7[x 1 .. . x 11 ], rr.P means "receive the arguments, say x1, ... , Xn, along channel 

When 1r is a reading prefix 
use them in P and then 

acti vate P" . In both cases e is called the of JT. 



The :3umn1e1tion form NI+ JV a process étble to take in one -but - of C'<YO ;:dternatives 
for communication. The choice of one alternative the other. The null process C is ti1e process 
nothing. 

Constraint agents are new kind of whose behavior depends on a global store. store contains inform­
ation given by constraints. The Tell agent 19.P means "Add o to the store and then actívate P.'' The Ask 
agent ?dJ.P means ''Actívate P if constraint 9 is a logical consequence of the informaüon in the store" 

The agent (c•a)P restricts the use of the name ato P. Another way to describe this is that (ca)P declares a 
new unique na me a, distinct from al! externa] na mes, for use in P. Similady, P agent) declares a 
ne\V \·ariable J', clistinct from all external variables in P. 

The agent P 1 Q means that P and Q are concurrently active, so they can act 
communicate). *p P" means P 1 P ... ( as many copies as you wish ). The called 

A common instance of replication ís *rr.P; a resource which can Led '7v'he:n a. 

rec¡uester cmnmunicates via rr. 

Csually, agents of the form rr.O are written IT. \Ve also omit the .O in the constraint io.O and 

In the next section, we describe formally the behavior of agents. 

Sen1antics 

System 

The T<+ -calculus is parametrized in a Constraint System. A Constraint consists of 

A signature I: ( a set of functions, constants and predicate symbols with including a discin-
guishecl infinite set, , of constants called names denoted as a, b, ... , H. Other constants, callecl 
are written u1, v2, ... 

A consistent L1 (a set of sentences o ver :S having a m o del) satisfying two conditions: 

l. ~ 1= -. (a = b) for every two clistinct na mes a, b. 

:!. ~- 1= ó H ?jJ for every two sentences 9, L' over I:: such that t' can be obtained from 9 by 
of names. 

Often L1 will be given as the sct of all sentences valicl in a certain structure (e.g. the structme of finite trees, 
. or rational numbers). Given a constraint system, symbols o, 1/J, ... denote first-order formulae in~, 

henceforth callee! con.straints. Vve say that 9 r:ntazls V' m L1, written 9 1= 6 1/J, iff c/J -> 1j} 1s true in all Dodel:3 of 
Ll \\'e say that o is to 1/J in ,6,, \"ITÍtten cb l=!i,U, iff 9 FL1 ~) and 1/J FL:o 9 "'~Ne say that 9 is 
in ú iff o f=_i . Vve use l_ for the constraint that is false and T for the constraint that is 

As usual, \Ye will use infinitely many x, y, ... E V to denote logical designating some fixed bu~, 

unknown element in the domain under consideration. The sets fv(9) e V and bv(9) e V denote Che sets of 
free an bouncl variables in 9, respectively. Finally. fn(c/J) e is the set of names m o. 

As ,,,·e saíd before, constraint agents act relative to a store. A store is defined in terms of the 1mclerlined 
constraint sy·stem: 

Defin.ition 3,1 (Store) A store S= 91 /\9 2 A ... A 9r (with r 2: O) is a consiraint in I::. H'hen =O, 
.said to óe the empty store (i.e., S= T ). When S FLl.l_, S is said to be the storc 



The se1nant1cs of tb_e 1r+ vvill be de:flned in terrns of a ==íT-! 

troJ1sitions on 

on 

We identify first the binding opercüors in the The binding operator for naines is P 'lvhich 
declares a new name a in P. There are for variables: which binds in P and 
C'~[x 1 ... . r 11 ].P which declares formal . , ;,~n m P. So vve can define names , bmmd 
narnE·s- bn( var"iables ) botincl ·variables of a process in the usuaJ V·/-s..y. In a sünilar 
as 1] we define structural congruence for the rr+ -calculus. 

Definitio:n -3o2 
tz:on. over anoms: 

be the 

vario.bZe.:; or bound 

ore tu h. ere 

then. 

F .1} éf_ 'D) l"' then p 

Ji' -} qJ and p = then ic/J p -

f)efi::n.i tio:n 

T·he beha.vior of cu1 P is definecl transitions froxn ini t.ial con 
7f + _ ( D 1 • e .._, ~ e> l, ,- L ·· ,... -, · / -,--- ' SI 1 
~~> \_1 ) ) m~(~~1o tudL cc~n je tran~Jlorrnecl 1nto \_r''; - J 

we aBsume that all VE<nables and narnes are cleclared in the 
= vl. \Ve defme t.ra.nsitions on next. 

The reduction relation 
rr• 

,->-) O'Jer is the least relation the 

COMIVI 

('Oí1gruenct rela-

the set 

(va)P. 

rules: 

;S) 

COMM describes the communication between two normal processes ... Xn] and I[C1 ... CnJ.P 
appearing in a wmmation, which are sending and receiving the same channel. ~Ne decide from the store 
whether they are using the same channel. In this sense we can say that the store controls the communication in 
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the 7r+ -calculus. Q 1, .... .2' 11 } is obtained m . evcry free occurrence 
of ;!'¡.. . J'n by C\, .. , Cn. Notice that the remaining normal processes, JU and N, are cliscarded, 
since at most one component of a surnmation i.~ allmved to execute. 

The rules )eSE and TELL describe the interaction between constnint agents and the store. 

TELL: (!o.P: S) ,S/\(p) 

TELL is the •xay of adding information to the store. H says that P adds the constraint o to store S and then 
activates its continuation P. Such augmentation of the store is the major mechanism in CCP for cm 

to influence other agents in the system For 1 = a) .P telL .. Cn] 
that its communication channel is now fixed to a. 

ASK is the way of obtaining information from the store. It says t.hat P can be activated if the current store 
S enta.ils o or discarded v<"hen S entails •o. Fm '? =a V L = b) 1 . Pis able to 
send C\ . . C"n a. channel ;r: in case l' is either channel a or channel b. 

An /'!csk agent that cannot be reduced in the current store S i:s said to be suspendEd S. An 
by S might be reduced in sorne of S. In the example ?(J: =a V J' = b).J:I[C¡ .. Cn].P 
is suspended by t.he empty st.ore, but if a Te!! agent adds x =a t.o this store, it can be reduced. 

PAR 

+ 

+ 
(P;,S)~(P';S'') 

(Q 1 P;S)~\Q 1 P';S') 

DEC- \': :efj'.ft (S), \P:S»ix} )_:_>(P';S') DEC-N: 

-+ 
arf.fn(S), (P:S»{ a })~(P';S') 

\(vx)P;S)~(P'· 
rr+ 

(( va)P;S) -~\P';S') 

PAR says that reduction can occur underneath composition. DEC-Vis the way of introclucing new variables. 
By S » { C~, ... , C,} we mean the st.ore S 1\ C1 = C\ 1\ ... 1\ Cn = Cn, which is obviously equivalent to 
S. Thus, \\·e add variable ,e rf. j1.· (S) to the store by S » { x} ensuring that .e will not be used in following 
dedarations. In the case that x E jl·(S) \Ye can rename x with a new variable :: rf. ft·(S) U .fv(P) by using 
the first item of Definition 3.2 (i.e. (vx)P = (c::)P{z/.r} rf. .fv(P)). DEC-l\ is defined in a similar way. 

Rule EQTJIY simple says that 7r+ -equivalent configurations have the same reductions. 

+ · . r rr+ 
ln wbat follows, ~ will denote the reflexiYe and translt1ve closure or ---t. Finally, "'"e will sa.y that 

is a denvot1te of (P: S) iff (P; S)~ (P'; S1 ). 

Runti:me failul'e, In the cc-moclel the invariant 
can be done in the 1r+-Calculus by performing a transition from ·S) iff S 1\ dJ Js 
reclucing to a distinguishecl configuration callee! foz!, \Yhich denotes a nmtime failure. This runtíme fa.ílure i.:c 



propagated therea.fter in the usual way. For simplicity we do not consider runtime fa.ilures, but we can add 
these rules orthogona.lly, as in [Tur95], without a.:ffecting any of our results. 

Potentiality of reduction. Whenever we augment the store, we may increase the potentiality of reduction, 
that is, the number of possible tra.nsitions from a configura.tion. The following proposition states tha.t any 
agent P' obtained from a configuration (P; 51) can be obtained from a configuration (P; 52), 52 being an 
augmentation of 51. 

Proof: Straightforward from rules TELL, COMM and ASK: 

l. Tmnsitions using ASK or COMM: Since S2 f=~ S1, for any constraint cjJ such that S1 f=~ cjJ we have S2 f=~ c/J. 
Thus, any P2 obtained by using ASK or COMM in (P1; S2) can be obtained by using the same rule for (P¡; S2). 
Neither ASK nor COMM modify the store, therefore S~ f=~ s;. 

2. Transitions using TELL: TELL does not consider the store as premise, but it modifies it. In this case P1 =!c/J.Q. 
1T+ 11"+ 1 1 

For the transition (!cjJ.Q;S1)--+ (Q;S1 /\cjJ) we have (!4J.Q;S2)--+ (Q;S2 1\cjJ). Thus, S2 f=~ S 1. 

+ 
3. Transitions using EQUIV: If (P1; S1) '=~r+ (P3 ; 5 3 ) and (P3 ; S3 ) ~ (P~; S~), where (P~; S~) '=,.+ (P2; s;), then 

from 3.3 we have S2 f=~ S3 and ?¡ = P 3 . The desired result is obtained by applying inductively items 1,2,3,4,5. 

4. Transitions using DEC-V or DEC-N: In this case?¡ '=rr+ (vx)Q. Suppose first that x rf. jv(S2). If x rf. fu( S¡) 
we have S2 » {x} f=~ S¡ » {x}. If x E fv(S¡), then using 3.2 (i.e. (vx)Q = (vz)Q{z/x} if z rf. fv(Q), x was 
replaced in P1 by a new variable, z, such that z rf. fv(S¡). For any z we have S2 » {x} f=~ S1 » {z}. Similarly, 
if X E fv(S2) it is easy to see that for any y, s2 »{y} F=~ S¡ and for any z, s2 » {x} F=~ S¡» {z}. Thus, 
the desired result is obtained by applying inductively items 1,2,3,4,5. 

5. Tmnsitions using PAR: PAR does not consider the store (directly) as a premise, therefore the desired result is 
obtained by applying inductively items 1,2,3,4,5. 

o 
In the following example we will describe the behavior of an agent to clarify our semantics. 

Example 3.5 Agent P 1 sends along channel r the greater of two numbers x and y, which is then used by Q. 
Let t,. be the set of all sentences valid in the mtional numbers. 

P1 = (vx)P2; P2 = (vy)P3; P3 = (vr)P4; P4 = (r?[z].Q 1 ?(x > y).r![x] 1 ?-,(x > y).1''[y] 1 !(x =y+ 1)), i.e., 
P1 = (vx)(vy)(vr)(r?[z].Q 1 ?(x > y).r![x]l ?-,(x > y).r![y] 1 !(x =y+ 1)). 

5ince the variable declamtions are different, by DEC- V, the derivatives of (P1 ; T) are the derivatzves of 
(P2 ; T » { x}) , whose derivatives are the derivatives of (P2 ; T » { x, y}) . By DEC-N ( remember that r de­
notes a na me) the derivatives of ( P2; T » { x, y}) are the derivatives of ( P4; T » { x, y, r}) if any. The As k 
agents in P4 are suspended by T » {x,y,r}, and the1'e is no other agent sending along channelr, so we can 
only reduce (P4 ; T » { x, y, r}) by applying TELL combined with PAR and EQUIV. Thus, 

rr+ 
(P4; T » {x, y, r }) -+ ((r?[z).Q 1 ?(x > y).r![x) 1 ?-,(x > y).r![y] 1 O); T » {x, y, r} A x =y+ 1). 

Now usmg ASK combined with PAR and EQUIV, 
rr+ 
-+ ((r 7 [z).Q 1 r![x) 1 ?-,(x > y).r![y] 1 O); T » {x, y, r} A x =y+ 1). 

We can eliminate the null process by using =rr+, 
=rr+ ((r?[z).Q 1 r![x) 1 ?-,(x > y).r![y)); T » {x, y, r} A x =y+ 1). 
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A.S'K combinéd with 
+ 
~ ((r'?[.:] 1 r 1[x] 1 O):T>;> {x.y,r}/\ =y+1). 

Using :::=,+ u·e can rewrite the so they can han the correct format for COJIJJ, 
cmd elunmate the null process, 

="+ (((r7 [z] +0) 1 (r 1[x]+O)):T>;>{.r,y,r}Ax=y+l). 

Final/y. applymg COMM and :::=,.+, 
rr+ 
-t ((Q{x/z} 1 O); T >:> {x. y. 1'} 1\ J' =y+ 1). =rr+ {X 1 z} T » { J: . y' 1'} /\ ,¡; = y + l) 

-+ 
Tlws, (P1 ; T) ~ ( Q{ x /.:}; T » { x, y ,1'} 1\ x = y + l) . 

Behavioral equivalence. In our technical report [\'DR97] we defined a reduction equivalence relation. 
called JT+ -recluction equivalence. This relation equates configurations whose agents can communicüe on the 
same channels at each transition. For each channel C, this is expressecl by means of an observation 
.~~· cletecting the possibility of performing a communication with the externa! ew.:ironment C in a store 
S. Because of space restrictions we do not de ve lop this here. 

N mnes and Variables. In the JT-calculus there is no difference betvveen names and Yariablcs 
Names. conveniently used. provides a unique reference to concurrent objects and can also be u:3ecl for data 
encapsulation as in [Tur9.5]. In the rr+ -calculus :\ames ancl Variables are considered different because of the 
presence of constraints. 

\Ve first give an example to illustrate the difference. Let P 1 )(1. y)("•(.r y). ' ano 
P2 :::= (ni)(tb)(?•(a = b).Q) and let L1 be the set of sentences valid in the natural numbers. lt JS e as y 

rr+ 
to ;:;ee that ( : T) -t (Q: T » {a, b}). Howe,-er. since "•(.r =y) is suspended by T » { x, y}, there is no 
reduction for ( P1; T) . 

Finally, we take from [Smo94b] a proposition which states that names are different from any other value that 
can be uniquely described by a formula: 

3,6 Let o be a constra1nt such f¡ (rj;) = { , and such that rj; detummes T, that 
Thcn ..:-:. f= •dl{a/x} for el'ery nome a not occurrmg in ó. 

Proof: The proof is based on conditions (1) ancl (2) of the underlinecl constraint system. See 

4,1 Recursive process 

f= =:Jixo 

o 

\Ve often wish to define process for instance suppose you want to define the adclit!On of the 
natural numbers x, y, returning the result a long channel z. This can be clone as follows ( consider constraim 

inequations, natural numbers and the succesor 

Dl(a: y . .:) ct;J (7 y > O.(t:r¡)(vyl)( 1(xl = succ(,r)) l 1(succ(y¡) =y) 1 D¡(x1, Yl, .:-))) 1 ?y= O.zi[.t:] 

Recmsi Yely-clefined the forrn D ( x 1 , .... Xn) d~~ PJ \'lhere P m ay contain occurrences of _O 
(P) ~ {r 1 , xn} ancl = 0. 'When no confusícn v,e 

instead of 
de f 

1 , ... , .r n ) =' P. 



IS nota si:nce it can be 

ea.ch de:finition the process 

th(~' process 
+ 

,T)~ 

Con.text (;• z:s 
= (vd¡)(vr) 

note ihat 

4.2 

CC\.ll 

,l,r) l 1(x = 5) 
and a call to 

,, ) . 

) =y) 1 Yl z])) 1 = O.z 1 ). 

\ 

}· 

1\ ) =y) 

~>lls are u.seful for are entities in the concurrent con-
stralnt calculi p and ¡ ceH (J can be of as a location a vlhose current contents is C'. 
In the ceiLs can be encoded as follov,rs: 

!S as: Definition 4.2 

(,r: , :&') el!) ;e ? (x, z)). A cell a : C is obtained an invocation to 

celt 

cell the value 5 in location a [a : 5] , a ce!! a value tban 1 O in location b 
"' ([b: :r] 1 1(.r > 10)) The contents of the cell can be read along a channel 
a llC\',· '.·al u e along a channel x2. The summation operator in the cell generator ensures that read and update 

cannot be executed concurrently. Thus, when an update has been accepted, aH 
will be answered with the updated contents of the cell. 

For instance the agent [a: 5] 1 (vr)(vu)(al[ru].r?[z].Q) reads the contents of the cell [a: 5] along channel r, 
which is thcn use el by Q. Note that: 

([a: 5] 1 (ln·)(vu)(al[ru].r?[z].Q; T) (D2 1 (r 1[6].D2(a, 5) + u7 [z].D2(a, z)) 1 r- 7 [z] 

(D2I D2(a,5) 1 Q{5/z};T»{r,u}) 
([a: .5] 1 Q{5/z}; T » {r,u}) 

;T»{r,u}) 

The process [a : 5] 1 (V?")( vu )(a 1 [nt]. u! [ 4]) u pda.tes ( decreases) the contents of the cell [a : 5] by using channel 
v .. ]\lote that: 

([a: 5] 1 ( ( vu) [ru.J.u.1[4]; T) 

=rr+ 

(D2 1 (r 1[5].D2(a, .5) + u?[z].D2(a, z)) 1 u1[4]; T » {r, 

(D2 1 D2(a, 4) 1 O; T » {1°, u}) 
([a: 4]; T » {r, u}) 

a. common operation in cells, written ayC, is called 
it by c. the 

contents of tbe this contents in y the contents 1vith 
C. 

1[ 'j' .U. Z) 



Thus, exchange operation [ayC] is defined as: 

[cyC] d;j D3 1 D3(a, y, C) 

For instance the agent P =([a: 5] 1 (v.1:) [a.r4]) transforms [a: 5] into [a: 4] and records its old contents in 
21 new Yariable x. Note that: 

,+ 
(P: T) ===> (Dz 1 D3 1 (r1[5].D2(a, 5) + u7[:].D2(a, z)) 1 r 7[z].l(.r = z).ol[ru].u1[4]; T » {x, r, u}) 

"+ ===> (Dz 1 D 3 1 D2 (a, 5) ll(x = .S).a1[ru].u1[4]: T » {:r, r, u}) 
rr+ 

===> (D2 1 D3l D2(a,.S) 1 a 1[ru].u'[4];T» {x.r,u}l\x = 5) 
rr+ 

===> ( Dz 1 D3 1 D2 (a, -!) ; T » { .r, r, u} 1\ .r = 5) 
=,+ (D3 1 [a: 4]; T » {x, r, u} 1\ x = 5) 

5 onclusions and future work 

\Ve defined the JT+ -calculus, an orthogonal extension of the JT-calculus to handle constraints. V\' e did this 
adding variables and allowing agents to interact through constraints with a global store. 

The rr+ -calculus is parametrized in a constraint system and thus inclependent of a particular domain for 
constraints. \Ve defined the operational semantic tluough an equivalence relation and a reduction relat.ion en 
configurations of an agent and a store. \Ve showed how t.he reduction relation essentially mimics that of the 
JT-calculus but also that the rr+ is able to express the more general notion of potentiality of reduction 
presence of ASK and TELL rules interacting with the store. We described examples showing the 
interaction of constraints and communicating processes, including the possibility to define mutable data. 

Finally, we propose three main directions for future \York on this topic: 

the most. successful ,,·ork in parallel object-oriented programming 
family of languages [Ame89]. [\Val95] provides a semant.ics for a member oÍ this v¡a a 
phrase translation into the ;;--cakulus. The attributes are translated into cells in the rr-calculmi, which 
are similar to those of the ;;-+ -calculus, but without constraints. IN e believe that an extension of that 
language integrating 00, Concurrent and Constraints paradigms can be constructed successfully 
using the ;r+ -calculus. 

~~' The Turner's abstract machine [Tur9.S] is an efficient implementation of the 71-calculus used in thc 
programming language PICT [PT96] Because of the orthogonality of our extension, it is feasible to 
think in an extension of this abstract machine for the rr+ -calculus and also an extension of PICT to 
consider first-order constraints. 

® \Ve ,y¡¡¡ analyze the possibility of incorporating in our calculus the type system for the 71-calculm 
presented in [Tur95]. lVIoreover, we \Yant to extend our calculus to consider objects (with as a 
basic entity in a similar way as in [Vas94]. 
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